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Table 6. Values to our Schechter fits to the LFs. Because of our limited depth, we fix the faint end slope to either −2
or −1.5 and only keep "∗ and L∗ as free parameters.

Data set α [fixed] log10("∗) [Mpc−3] log10(L∗)[erg s−1] χ2
red

UDS + COSMOS + SA22 −2.0 −4.52+0.10
−0.12 43.61+0.09

−0.06 3.14

UDS + COSMOS −2.0 −4.13+0.10
−0.13 43.31+0.09

−0.65 2.49

UDS −2.0 −4.16+0.19
−0.44 43.34+0.38

−0.13 1.78

UDS + COSMOS + SA22 without filter correction −2.0 −4.40+0.10
−0.13 43.42+0.10

−0.07 1.75

UDS without filter correction −2.0 −3.97+0.15
−0.21 43.12+0.15

−0.09 1.31

Ouchi et al. (2010) data, our fit −2.0 −3.78+0.13
−0.18 43.06+0.13

−0.08 0.48

UDS + COSMOS + SA22 −1.5 −3.93+0.06
−0.05 43.33+0.04

−0.03 6.65

UDS + COSMOS −1.5 −3.62+0.06
−0.06 43.05+0.06

−0.04 2.07

UDS −1.5 −3.56+0.10
−0.11 43.01+0.10

−0.11 0.95

UDS + COSMOS + SA22 without filter correction −1.5 −3.91+0.06
−0.07 43.20+0.05

−0.04 3.87

UDS without filter correction −1.5 −3.53+0.09
−0.10 42.88+0.07

−0.05 0.68

Ouchi et al. (2010) data, our fit −1.5 −3.35+0.08
−0.08 42.84+0.07

−0.05 0.71

5 LYα LF AT z = 6 . 6

In this section, we present the z = 6.6 Lyα LF from our combined
analysis in UDS, COSMOS and SA22. As a functional form, we
use the well-known Schechter function:

φ(L)dL = φ∗(L/L∗)α exp(−L/L∗)d(L/L∗). (5)

We convert our observed line fluxes to luminosities by assuming a
luminosity distance corresponding to a redshift of 6.56, which is the
redshift of the centre of the filter. We combine the luminosities in
bins with widths of 0.2 dex and count the number of sources within
each bin and correct this number for incompleteness. The errors on
the bins are taken to be Poissonian. The number of sources is divided
by the probed volume, such that we obtain a number density. We
then apply our corrections for the filter profile bias. Only data where
the completeness is at least 40 per cent are included. The resulting
LF is shown in Fig. 6, where we also compare with other published
z = 6.6 LAE data. The evolution between z = 5.7 and 6.6 is shown
in Fig. 7, while the left-hand panel of Fig. 8 shows the evolution
towards z = 7.3. We are cautious about interpreting the results from
SA22 because of the less stringent photometric criteria, even though
they fully agree with results from the other fields. The results from
UDS and COSMOS, however, are confirmed by spectroscopy.

It is interesting to compare these results with the model from
Gronke et al. (2015), which is shown as the black line in Fig. 5.
This model uses the UV LF and a probability distribution function
(PDF) of Lyα EWs to predict the Lyα LF. The EW distribution
generally evolves with redshift, but in this case, it is frozen to the
EW PDF at z = 6.0, because of possible effects from reionization. It
is remarkable that the prediction from Gronke et al. (2015) seems to
be consistent with our blue points. Differences arise because of their
steeper faint end slope (∼− 2.2), which is largely unconstrained by
the depth of our current data of LAEs. The agreement highlights the
need for the correction of the filter profile bias when comparing NB-
derived LFs with LFs derived from spectroscopy (either follow-up
or blind IFU).

As noted in Section 5.2.1, our results in UDS differ by those
from Ouchi et al. (2010) at brighter luminosities due to a different
treatment of the brightest bin in the fit (solid green line) and by
correcting for the filter profile (which effect is shown in Fig. 5). This
explains also the differences (although largely within the errors)
with Kashikawa et al. (2006), although cosmic variance plays a role

Figure 6. The Lymanα LF at z = 6.6 compared to literature data. Our
most robust LF is shown as a solid blue line. This is a Schechter fit to our
combined UDS and COSMOS data (blue circles, see also Table 6), for which
the brightest LAEs have all been confirmed spectroscopically. Our additional
SA22 data are shown in open circles and are consistent with the upper limits
from our robust sample. We also place upper limits (blue and open arrow)
at the luminosity bin just brighter than the most luminous observed sources,
meaning that there is less than one of these in the probed volume. The
dashed blue line is our power-law fit (see Table 7) to the data from all three
fields. The fit from Ouchi et al. (2010) at z = 6.6 differs for two main
reasons (see also Fig. 5), namely practically not including the brightest bin
to their fit (due to very large errors, as the fit contains only a single source)
and not correcting for different biases caused by the filter profile. This is
also the major reason why our results are slightly different with the results
from Kashikawa et al. (2006, ochre diamonds) and Hu et al. (2010, red
squares). Other reasons are cosmic variance, since they only probed small
areas (Kashikawa et al.), and small (spectroscopic) completeness (Hu et al.).

because of their limited survey area. As noted by Kashikawa et al.
(2011), the difference between the results from Hu et al. (2010) and
the others is due to incompleteness of the sample of Hu et al. (2010),
since they rely on spectroscopic follow-up with too short integration
times. Before correcting for the filter profile, our results in COSMOS
agree with those from Ouchi et al. (2010, see Fig. 4), but even after
correcting for the filter profile, our combined UDS+COSMOS LF
agrees with the brightest bin of Ouchi et al. (2010), and disagrees
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Figure 2. As Figure 1, but for [C ii] velocity channel maps of Himiko whose 1σ intensity is 83.3 µJy beam−1. The six panels present maps of 200 km−1 width at
central velocities of −600, −400, −200, 0, +200, and +400 km s−1 from the top left to the bottom right. 0 km s−1 corresponds to [C ii] emission at the redshift
zLyα = 6.595, i.e., 250.24 GHz (1.198 mm).

Figure 3. Color composite image of Himiko. Blue and green represent
HST/WFC3 continua of J125 and H160, respectively. Red indicates Lyα emission
resolved with sub-arcsec-seeing Subaru observations. The Lyα emission image
comprises the Subaru NB921 narrowband data with a subtraction of the
continuum estimated from the seeing-matched HST/WFC3 data. The three
continuum clumps are labeled A, B, and C.

through i ′ up to the relevant detection limits of 28–29 mag.
The very red color of i ′ − z′ > 2.1 meets typical dropout
selection criteria (e.g., Bouwens et al. 2011). Because the z′-
band photometry includes the Lyα emission line and an Lyα-
continuum break, we can also estimate the continuum break
color using our HST photometry of J125 and H160 and the optical
i-band photometry. Assuming the continuum spectrum is flat

Figure 4. HST, Subaru, and Spitzer images of Himiko; north is up and east
is to the left. Each panel presents 5′′ × 5′′ images at F098M , J125, and H160
bands from HST/WFC3, 3.6 µm and 4.5 µm bands from Spitzer SEDS. The
Lyα image is a Subaru NB921 image continuum subtracted using J125 and
includes intensity contours. The Subaru image has a PSF size of 0.′′8. The solid
red circles indicate the positions of 0.′′4 diameter apertures for Clumps A, B,
C, and D photometry in the HST images (see Section 2.2 for details), while the
dashed red circles denote 2′′ diameter apertures used for the defining the total
magnitudes.

(fν = const.), we obtain a continuum break color i ′−J125 > 3.0
or i ′ −H160 > 3.0, further supporting Himiko’s classification as
an LBG. Importantly, these classifications also apply to clumps
A–C, ruling out the possibility that some could be foreground
sources.
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have direct evidence of the intense Lyman–Werner radiation
(rest-frame 912–1000 Å) from the brightest UV clump. It is
therefore possible that the other clumps have emitted as much
or even more of such radiation a few ∼100Myr before,
preventing what is now the site of young massive stars (A) to
form before and potentially allowing for that pocket of metal
free gas to remain metal free. There are of course, other
potential interpretations of our observations. In Section 6 we
discuss the different potential scenarios in detail.

6. DISCUSSION

6.1. The Nature of CR7

CR7, with a luminosity of L 10Ly
43.93 0.05 erg s−1 is

∼3×more luminous than any known Lyα emitter within the
epoch of reionization (e.g., Ouchi et al. 2013).

Our optical spectrum shows that the source is very blue
toward the extreme ultra-violet up to the Lyman limit at

912 Å rest-frame, as we detect some faint continuum (spatially
very compact) at rest-frame ∼916–1017 Å (Lyman–Werner
radiation). X-SHOOTER data also provides a NIR spectrum,
allowing to investigate the significant excess seen in the J-band
photometry from UltraVISTA (McCracken et al. 2012; Bowler
et al. 2014), indicative of emission line(s). No continuum is
detected in the NIR spectrum. However, and despite the
relatively low integration time, a strong He II 1640 Å line was
found (∼6σ), capable of explaining the excess in the J band
(see Figure 5). He II can only be produced if the intrinsic
extreme UV spectrum is very hard, i.e., emits a large number of
ionizing photons with energies above 54.4 eV, capable of

Figure 6. Left: CR7 with the NB921 filter/Suprime-cam imaging on Subaru, showing the extent of the Lyα but note that NB921 detects Lyα at only 50%
transmission. Middle: HST imaging in YJ, revealing that CR7 clearly splits into three different components which we name A, B, and C. Right: HST imaging in H,
again revealing the three different components in CR7. We find that component A fully dominates the rest-frame UV and is coincident with the peak of Lyα emission
and the location at which we detect strong He II 1640 Å emission. Clumps B and C are much redder, and fully consistent with significantly contributing to the IRAC
photometry. Note that because of the colors of the B and C clumps, they completely dominate the mass of the system, and thus the actual mass center of the system
would be located between C and B, and significantly away from A. This is fully consistent with a scenario in with PopIII star formation is propagated in a wave from
the central position toward the outskirts.

Figure 7. False color composite of CR7 by using NB921/Suprime-cam
imaging (Lyα) and two HST/WFC3 filters: F110W (YJ) and F160W (H). This
shows that while component A is the one that dominates the Lyα emission and
the rest-frame UV light, the (likely) scattered Lyα emission seems to extend all
the way to B and part of C, likely indicating a significant amount of gas in the
system. Note that the reddest (in rest-frame UV) clump is C, with B having a
more intermediate color and with A being very blue in the rest-frame UV. Figure 8. HST imaging in YJ and H allows us to physically separate CR7 into

two very different stellar populations and shows remarkable agreement with
our best-fit composite SED derived in Section 5.3. While clump A (see, e.g.,
Figure 7) is very blue and dominates the rest-frame UV flux, B+C are red and
likely dominate the rest-frame optical and the mass. Note that the we simply
show the HST data together with our best fit composite model derived in
Section 5.3 which was solely based on the full photometry and did not make
use of any resolved HST data.
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•  Identification of interesting objects (see T. Shibuya+’s talk) 
 

the GRIS300I+11 Grism (1.62 Å pix−1) with the 1″ slit. Lyα is
clearly seen in each individual exposure of 1 ks.

We use the ESO FORS2 pipeline to reduce the data, along
with a combination of Python scripts to combine the 2D and
extract the 1D. The steps implemented follow a similar
procedure to that used for DEIMOS.

2.2.3. X-SHOOTER/VLT Observations

Our X-SHOOTER/VLT (Vernet et al. 2011) observations
targeted “CR7” and were obtained on 2015 January 22 and
February 15. The seeing varied between 0″. 8 and 0″. 9 and
observations were done under clear conditions. We obtained
individual exposures of 0.27 ks for the optical arm, while for
NIR we used individual exposures of 0.11 ks. We nodded from
an A to a B position, including a small jitter box in order to
always expose on different pixels. We used 0″. 9 slits for both
the optical and NIR arms (resolution of R ∼ 7500 and
R ∼ 5300, for the optical and NIR arms, respectively). In total,
for the X-SHOOTER data, we obtained 8.1 ks in the optical
and 9.9 ks in the NIR. The differences are driven by the slower
read-out time in the optical CCD compared to the NIR detector.

We use the ESO X-SHOOTER pipeline to fully reduce the
visible (optical) and NIR spectra separately. The final spectrum
is shown in Figure 3.

2.2.4. SINFONI/VLT Observations

We have also observed CR7 with the SINFONI (Eisenhauer
et al. 2003; Bonnet et al. 2004) integral field unit on the VLT
on 2015 March 8, 11–13, 17, and April 4. The seeing varied
between 0″. 6 and 0″. 9 (median: 0″. 77) in the J band and
observations were done under clear conditions. We used the
non-adaptive optics mode (spaxel size: 0″. 25, field of view of
8 × 8″) with the J-band grism (R∼ 2000) and individual
exposure times of 0.3 ks. We took advantage of the relatively
large spatial coverage to conduct our observations with a jitter
box of 2″ (nine different positions for each set of 2.7 ks
observations). We obtained 45 exposures of 0.3 ks each,
resulting in a total exposure time of 13.5 ks.

We use the SINFONI pipeline (v2.5.2) in order to reduce the
data. The SINFONI pipeline dark subtracts, extracts the slices,
wavelength calibrates, flat-fields and sky-subtracts the data.
Flux calibration for each observation was carried out using
standard star observations which were taken immediately
before or after the science frames. A final stacked data-cube is

produced by co-adding reduced data from all the observations.
The collapsed data-cube does not result in any continuum
detection, as expected given the faint J flux. We extract the 1D
spectrum using an aperture of 1″.

3. MEASUREMENTS AND SED FITTING

3.1. Redshifts

In both the VLT (FORS2 or X-SHOOTER) and Keck
(DEIMOS) spectra for the two targets, we detect the very
strong Lyα line (Figure 3) in emission, and no continuum
either directly red-ward or blue-ward of Lyα. The very clear
asymmetric profiles leave no doubts about them being Lyα and
about the secure redshift (Figure 3). Particularly for CR7, the
high signal-to-noise ratio (S/N) 150 (combined Keck and
VLT) at Lyα, despite the very modest exposure time for such a
high-redshift galaxy, clearly reveals that this source is unique.
Based on Lyα, we obtain redshifts of z = 6.604 for CR711

and z = 6.541 for MASOSA. The redshift determination yields
the same answer for both our data sets: X-SHOOTER and
DEIMOS, for CR7 and FORS2 and DEIMOS, for MASOSA
(see Figure 3, which shows the agreement). It is worth noting
that for CR7 we find that the Lyα emission line is detected in a
lower transmission region of the NB921 filter profile (50% of
peak transmission). Therefore, the Lyα luminosity of CR7 is
higher than estimated from the NB921 photometry, making the
source even more luminous than thought.

3.2. Spectral Line Measurements

By fitting a Gaussian profile to the emission lines, we
measure the EW (lower limits, as no continuum is detected)
and FWHM. Emission line fluxes are obtained by using NB921
and Y photometry (similarly to e.g., Ouchi et al. 2009, 2013),
in combination with the NB921 filter profile and the
appropriate redshift. We also check that the integrated emission
line (without any assumption on the fitting function) provides
results that are fully consistent.
For MASOSA, we find no other line in the optical spectrum,

and also find no continuum at any wavelength probed (see
Figure 3). For CR7, we find no continuum either directly blue-
ward or red-ward of Lyα in the optical spectrum (both in
X-SHOOTER and DEIMOS; Figure 3). However, we make a
continuum detection (spatially very compact) in the rest-frame

Figure 2. Thumbnails of both luminous Lyα emitters in the optical to MIR from left to right. Each thumbnail is 8 × 8″, corresponding to ∼44 × 44 kpc at z ∼ 6.6. Note
that while for MASOSA the Lyα emission line is detected by the NB921 filter at full transmission, for CR7 the Lyα is only detected at ∼50% transmission. Therefore,
the NB921 only captures ∼50% of the Lyα flux: the observed flux coming from the source is ∼2× larger.

11 CR7 has a redshift of z = 6.600 based on He II 1640 Å (see Section 3.3).
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COLA1 (Hu+16)	
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Fig. 1.— Left : Images (left – NB921, right – z′) of the three brightest LAEs in our extended COSMOS field. The LAE is circled in each
image. Thumbnails are 30′′ on a side. All three galaxies are physically extended. COLA1 has an angular size of ∼ 0.2′′. Right : Location of
these objects in the region around the COSMOS field (red circles). The black shading shows the region covered by the present narrow-band
observations while the blue square shows the approximate region covered by Sobral et al. (2015). COLA1 lies outside this latter region.

line profiles given in Hu et al. (2010) (Figure 3).
The measured FWHM, corrected for the instrumental

resolution, is 194 km s−1 in COLA1 compared to 247
km s−1 in CR7. (Sobral et al. (2015) give a Gaussian-
fitted FWHM of 266±15 km s−1 for CR7.) Only the
red side of COLA1 lies above the half maximum so the
FWHM relates to this component only. The measured
rest-frame equivalent width of COLA1 is 53Å and that
of CR7 99Å, where in both cases we have measured the
continuum to redward of the line. Both MASOSA and
COLA1 are quite spatially compact. In the narrow-band
image COLA1 has a measured FWHM of 0.93′′ compared
with the locally measured PSF of 0.88± 0.02′′ giving an
intrinsic FWHM of 0.3′′. In y′ the local PSF is 0.77 ±
0.01′′ and the COLA1 FWHM is 0.90′′ giving an intrinsic
FWHM of 0.46′′. This contrasts with CR7 which is quite
diffuse (Sobral et al. 2015). The present data gives an
intrinsic FWHM of 1.3′′ for CR7. There is no sign of any
N V 1240 Å emission though this lies in a noisier part of
the spectrum where there are strong night sky lines.
At lower redshifts (z = 2.2) Konno et al. (2015)

suggest that almost all Lyα emitters with L(Lyα) >
1043.4 ergs−1 are associated with AGN. However, the
narrowness of the Lyα line (see Alexandroff et al. 2013;
Matsuoka et al. 2016) the spatial extension of the galaxy
and the absence of N V 1240Å (though the latter two
constraints are weak) combine to suggest that COLA1 is
primarily powered by star formation rather than AGN
activity. However, both COLA1 and CR7 could have
AGN contributions to their emission.

3. PHYSICAL INTERPRETATION

It seems, therefore, that the most luminous LAE ever
detected in the epoch of reionization has a unique and
unexpected line profile. The simplest explanation for this
surprising result is that COLA1 lies in a highly ionized
region of gas, increasing the Lyα forest transmission and
thereby allowing us to see the blue side of the Lyα line
profile. Alternatively, the galaxy could be moving at a
velocity of several hundred km s−1 with respect to the
IGM, so that the Lyα profile has been moved redward
of the effects of IGM scattering. The compactness of
the galaxy and the spatial alignment of the blue and red
wings in the 2-D spectrum makes it unlikely the velocity
structure is caused by a galaxy merger.
Matthee et al. (2015) have argued that there is little

evolution in the luminosity function of the most luminous
LAEs at these redshifts, suggesting that these objects
lie in large HII regions and protect themselves from any
changes in IGM neutrality. This would be consistent
with complex Lyα profiles being seen only in the most
ultraluminous LAEs.
At low redshifts (z = 2− 3) about 30% of LAEs show

multi-component profiles (Kulas et al. 2012). Kulas et
al. argue that these galaxies are not strongly affected
by IGM opacity so that this fraction could also be ap-
plicable to the high-redshift galaxies enclosed in giant
HII regions (though of course the properties of the high-
redshift galaxies may be very different). Assuming that
COLA1, CR7 and MASOSA lie in this class then we do
indeed see one galaxy in three having a complex profile,
which would be crudely consistent. If this is the cor-
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Table 6. Values to our Schechter fits to the LFs. Because of our limited depth, we fix the faint end slope to either −2
or −1.5 and only keep "∗ and L∗ as free parameters.

Data set α [fixed] log10("∗) [Mpc−3] log10(L∗)[erg s−1] χ2
red

UDS + COSMOS + SA22 −2.0 −4.52+0.10
−0.12 43.61+0.09

−0.06 3.14

UDS + COSMOS −2.0 −4.13+0.10
−0.13 43.31+0.09

−0.65 2.49

UDS −2.0 −4.16+0.19
−0.44 43.34+0.38

−0.13 1.78

UDS + COSMOS + SA22 without filter correction −2.0 −4.40+0.10
−0.13 43.42+0.10

−0.07 1.75

UDS without filter correction −2.0 −3.97+0.15
−0.21 43.12+0.15

−0.09 1.31

Ouchi et al. (2010) data, our fit −2.0 −3.78+0.13
−0.18 43.06+0.13

−0.08 0.48

UDS + COSMOS + SA22 −1.5 −3.93+0.06
−0.05 43.33+0.04

−0.03 6.65

UDS + COSMOS −1.5 −3.62+0.06
−0.06 43.05+0.06

−0.04 2.07

UDS −1.5 −3.56+0.10
−0.11 43.01+0.10

−0.11 0.95

UDS + COSMOS + SA22 without filter correction −1.5 −3.91+0.06
−0.07 43.20+0.05

−0.04 3.87

UDS without filter correction −1.5 −3.53+0.09
−0.10 42.88+0.07

−0.05 0.68

Ouchi et al. (2010) data, our fit −1.5 −3.35+0.08
−0.08 42.84+0.07

−0.05 0.71

5 LYα LF AT z = 6 . 6

In this section, we present the z = 6.6 Lyα LF from our combined
analysis in UDS, COSMOS and SA22. As a functional form, we
use the well-known Schechter function:

φ(L)dL = φ∗(L/L∗)α exp(−L/L∗)d(L/L∗). (5)

We convert our observed line fluxes to luminosities by assuming a
luminosity distance corresponding to a redshift of 6.56, which is the
redshift of the centre of the filter. We combine the luminosities in
bins with widths of 0.2 dex and count the number of sources within
each bin and correct this number for incompleteness. The errors on
the bins are taken to be Poissonian. The number of sources is divided
by the probed volume, such that we obtain a number density. We
then apply our corrections for the filter profile bias. Only data where
the completeness is at least 40 per cent are included. The resulting
LF is shown in Fig. 6, where we also compare with other published
z = 6.6 LAE data. The evolution between z = 5.7 and 6.6 is shown
in Fig. 7, while the left-hand panel of Fig. 8 shows the evolution
towards z = 7.3. We are cautious about interpreting the results from
SA22 because of the less stringent photometric criteria, even though
they fully agree with results from the other fields. The results from
UDS and COSMOS, however, are confirmed by spectroscopy.

It is interesting to compare these results with the model from
Gronke et al. (2015), which is shown as the black line in Fig. 5.
This model uses the UV LF and a probability distribution function
(PDF) of Lyα EWs to predict the Lyα LF. The EW distribution
generally evolves with redshift, but in this case, it is frozen to the
EW PDF at z = 6.0, because of possible effects from reionization. It
is remarkable that the prediction from Gronke et al. (2015) seems to
be consistent with our blue points. Differences arise because of their
steeper faint end slope (∼− 2.2), which is largely unconstrained by
the depth of our current data of LAEs. The agreement highlights the
need for the correction of the filter profile bias when comparing NB-
derived LFs with LFs derived from spectroscopy (either follow-up
or blind IFU).

As noted in Section 5.2.1, our results in UDS differ by those
from Ouchi et al. (2010) at brighter luminosities due to a different
treatment of the brightest bin in the fit (solid green line) and by
correcting for the filter profile (which effect is shown in Fig. 5). This
explains also the differences (although largely within the errors)
with Kashikawa et al. (2006), although cosmic variance plays a role

Figure 6. The Lymanα LF at z = 6.6 compared to literature data. Our
most robust LF is shown as a solid blue line. This is a Schechter fit to our
combined UDS and COSMOS data (blue circles, see also Table 6), for which
the brightest LAEs have all been confirmed spectroscopically. Our additional
SA22 data are shown in open circles and are consistent with the upper limits
from our robust sample. We also place upper limits (blue and open arrow)
at the luminosity bin just brighter than the most luminous observed sources,
meaning that there is less than one of these in the probed volume. The
dashed blue line is our power-law fit (see Table 7) to the data from all three
fields. The fit from Ouchi et al. (2010) at z = 6.6 differs for two main
reasons (see also Fig. 5), namely practically not including the brightest bin
to their fit (due to very large errors, as the fit contains only a single source)
and not correcting for different biases caused by the filter profile. This is
also the major reason why our results are slightly different with the results
from Kashikawa et al. (2006, ochre diamonds) and Hu et al. (2010, red
squares). Other reasons are cosmic variance, since they only probed small
areas (Kashikawa et al.), and small (spectroscopic) completeness (Hu et al.).

because of their limited survey area. As noted by Kashikawa et al.
(2011), the difference between the results from Hu et al. (2010) and
the others is due to incompleteness of the sample of Hu et al. (2010),
since they rely on spectroscopic follow-up with too short integration
times. Before correcting for the filter profile, our results in COSMOS
agree with those from Ouchi et al. (2010, see Fig. 4), but even after
correcting for the filter profile, our combined UDS+COSMOS LF
agrees with the brightest bin of Ouchi et al. (2010), and disagrees
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Figure 2. As Figure 1, but for [C ii] velocity channel maps of Himiko whose 1σ intensity is 83.3 µJy beam−1. The six panels present maps of 200 km−1 width at
central velocities of −600, −400, −200, 0, +200, and +400 km s−1 from the top left to the bottom right. 0 km s−1 corresponds to [C ii] emission at the redshift
zLyα = 6.595, i.e., 250.24 GHz (1.198 mm).

Figure 3. Color composite image of Himiko. Blue and green represent
HST/WFC3 continua of J125 and H160, respectively. Red indicates Lyα emission
resolved with sub-arcsec-seeing Subaru observations. The Lyα emission image
comprises the Subaru NB921 narrowband data with a subtraction of the
continuum estimated from the seeing-matched HST/WFC3 data. The three
continuum clumps are labeled A, B, and C.

through i ′ up to the relevant detection limits of 28–29 mag.
The very red color of i ′ − z′ > 2.1 meets typical dropout
selection criteria (e.g., Bouwens et al. 2011). Because the z′-
band photometry includes the Lyα emission line and an Lyα-
continuum break, we can also estimate the continuum break
color using our HST photometry of J125 and H160 and the optical
i-band photometry. Assuming the continuum spectrum is flat

Figure 4. HST, Subaru, and Spitzer images of Himiko; north is up and east
is to the left. Each panel presents 5′′ × 5′′ images at F098M , J125, and H160
bands from HST/WFC3, 3.6 µm and 4.5 µm bands from Spitzer SEDS. The
Lyα image is a Subaru NB921 image continuum subtracted using J125 and
includes intensity contours. The Subaru image has a PSF size of 0.′′8. The solid
red circles indicate the positions of 0.′′4 diameter apertures for Clumps A, B,
C, and D photometry in the HST images (see Section 2.2 for details), while the
dashed red circles denote 2′′ diameter apertures used for the defining the total
magnitudes.

(fν = const.), we obtain a continuum break color i ′−J125 > 3.0
or i ′ −H160 > 3.0, further supporting Himiko’s classification as
an LBG. Importantly, these classifications also apply to clumps
A–C, ruling out the possibility that some could be foreground
sources.
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have direct evidence of the intense Lyman–Werner radiation
(rest-frame 912–1000 Å) from the brightest UV clump. It is
therefore possible that the other clumps have emitted as much
or even more of such radiation a few ∼100Myr before,
preventing what is now the site of young massive stars (A) to
form before and potentially allowing for that pocket of metal
free gas to remain metal free. There are of course, other
potential interpretations of our observations. In Section 6 we
discuss the different potential scenarios in detail.

6. DISCUSSION

6.1. The Nature of CR7

CR7, with a luminosity of L 10Ly
43.93 0.05 erg s−1 is

∼3×more luminous than any known Lyα emitter within the
epoch of reionization (e.g., Ouchi et al. 2013).

Our optical spectrum shows that the source is very blue
toward the extreme ultra-violet up to the Lyman limit at

912 Å rest-frame, as we detect some faint continuum (spatially
very compact) at rest-frame ∼916–1017 Å (Lyman–Werner
radiation). X-SHOOTER data also provides a NIR spectrum,
allowing to investigate the significant excess seen in the J-band
photometry from UltraVISTA (McCracken et al. 2012; Bowler
et al. 2014), indicative of emission line(s). No continuum is
detected in the NIR spectrum. However, and despite the
relatively low integration time, a strong He II 1640 Å line was
found (∼6σ), capable of explaining the excess in the J band
(see Figure 5). He II can only be produced if the intrinsic
extreme UV spectrum is very hard, i.e., emits a large number of
ionizing photons with energies above 54.4 eV, capable of

Figure 6. Left: CR7 with the NB921 filter/Suprime-cam imaging on Subaru, showing the extent of the Lyα but note that NB921 detects Lyα at only 50%
transmission. Middle: HST imaging in YJ, revealing that CR7 clearly splits into three different components which we name A, B, and C. Right: HST imaging in H,
again revealing the three different components in CR7. We find that component A fully dominates the rest-frame UV and is coincident with the peak of Lyα emission
and the location at which we detect strong He II 1640 Å emission. Clumps B and C are much redder, and fully consistent with significantly contributing to the IRAC
photometry. Note that because of the colors of the B and C clumps, they completely dominate the mass of the system, and thus the actual mass center of the system
would be located between C and B, and significantly away from A. This is fully consistent with a scenario in with PopIII star formation is propagated in a wave from
the central position toward the outskirts.

Figure 7. False color composite of CR7 by using NB921/Suprime-cam
imaging (Lyα) and two HST/WFC3 filters: F110W (YJ) and F160W (H). This
shows that while component A is the one that dominates the Lyα emission and
the rest-frame UV light, the (likely) scattered Lyα emission seems to extend all
the way to B and part of C, likely indicating a significant amount of gas in the
system. Note that the reddest (in rest-frame UV) clump is C, with B having a
more intermediate color and with A being very blue in the rest-frame UV. Figure 8. HST imaging in YJ and H allows us to physically separate CR7 into

two very different stellar populations and shows remarkable agreement with
our best-fit composite SED derived in Section 5.3. While clump A (see, e.g.,
Figure 7) is very blue and dominates the rest-frame UV flux, B+C are red and
likely dominate the rest-frame optical and the mass. Note that the we simply
show the HST data together with our best fit composite model derived in
Section 5.3 which was solely based on the full photometry and did not make
use of any resolved HST data.
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the GRIS300I+11 Grism (1.62 Å pix−1) with the 1″ slit. Lyα is
clearly seen in each individual exposure of 1 ks.

We use the ESO FORS2 pipeline to reduce the data, along
with a combination of Python scripts to combine the 2D and
extract the 1D. The steps implemented follow a similar
procedure to that used for DEIMOS.

2.2.3. X-SHOOTER/VLT Observations

Our X-SHOOTER/VLT (Vernet et al. 2011) observations
targeted “CR7” and were obtained on 2015 January 22 and
February 15. The seeing varied between 0″. 8 and 0″. 9 and
observations were done under clear conditions. We obtained
individual exposures of 0.27 ks for the optical arm, while for
NIR we used individual exposures of 0.11 ks. We nodded from
an A to a B position, including a small jitter box in order to
always expose on different pixels. We used 0″. 9 slits for both
the optical and NIR arms (resolution of R ∼ 7500 and
R ∼ 5300, for the optical and NIR arms, respectively). In total,
for the X-SHOOTER data, we obtained 8.1 ks in the optical
and 9.9 ks in the NIR. The differences are driven by the slower
read-out time in the optical CCD compared to the NIR detector.

We use the ESO X-SHOOTER pipeline to fully reduce the
visible (optical) and NIR spectra separately. The final spectrum
is shown in Figure 3.

2.2.4. SINFONI/VLT Observations

We have also observed CR7 with the SINFONI (Eisenhauer
et al. 2003; Bonnet et al. 2004) integral field unit on the VLT
on 2015 March 8, 11–13, 17, and April 4. The seeing varied
between 0″. 6 and 0″. 9 (median: 0″. 77) in the J band and
observations were done under clear conditions. We used the
non-adaptive optics mode (spaxel size: 0″. 25, field of view of
8 × 8″) with the J-band grism (R∼ 2000) and individual
exposure times of 0.3 ks. We took advantage of the relatively
large spatial coverage to conduct our observations with a jitter
box of 2″ (nine different positions for each set of 2.7 ks
observations). We obtained 45 exposures of 0.3 ks each,
resulting in a total exposure time of 13.5 ks.

We use the SINFONI pipeline (v2.5.2) in order to reduce the
data. The SINFONI pipeline dark subtracts, extracts the slices,
wavelength calibrates, flat-fields and sky-subtracts the data.
Flux calibration for each observation was carried out using
standard star observations which were taken immediately
before or after the science frames. A final stacked data-cube is

produced by co-adding reduced data from all the observations.
The collapsed data-cube does not result in any continuum
detection, as expected given the faint J flux. We extract the 1D
spectrum using an aperture of 1″.

3. MEASUREMENTS AND SED FITTING

3.1. Redshifts

In both the VLT (FORS2 or X-SHOOTER) and Keck
(DEIMOS) spectra for the two targets, we detect the very
strong Lyα line (Figure 3) in emission, and no continuum
either directly red-ward or blue-ward of Lyα. The very clear
asymmetric profiles leave no doubts about them being Lyα and
about the secure redshift (Figure 3). Particularly for CR7, the
high signal-to-noise ratio (S/N) 150 (combined Keck and
VLT) at Lyα, despite the very modest exposure time for such a
high-redshift galaxy, clearly reveals that this source is unique.
Based on Lyα, we obtain redshifts of z = 6.604 for CR711

and z = 6.541 for MASOSA. The redshift determination yields
the same answer for both our data sets: X-SHOOTER and
DEIMOS, for CR7 and FORS2 and DEIMOS, for MASOSA
(see Figure 3, which shows the agreement). It is worth noting
that for CR7 we find that the Lyα emission line is detected in a
lower transmission region of the NB921 filter profile (50% of
peak transmission). Therefore, the Lyα luminosity of CR7 is
higher than estimated from the NB921 photometry, making the
source even more luminous than thought.

3.2. Spectral Line Measurements

By fitting a Gaussian profile to the emission lines, we
measure the EW (lower limits, as no continuum is detected)
and FWHM. Emission line fluxes are obtained by using NB921
and Y photometry (similarly to e.g., Ouchi et al. 2009, 2013),
in combination with the NB921 filter profile and the
appropriate redshift. We also check that the integrated emission
line (without any assumption on the fitting function) provides
results that are fully consistent.
For MASOSA, we find no other line in the optical spectrum,

and also find no continuum at any wavelength probed (see
Figure 3). For CR7, we find no continuum either directly blue-
ward or red-ward of Lyα in the optical spectrum (both in
X-SHOOTER and DEIMOS; Figure 3). However, we make a
continuum detection (spatially very compact) in the rest-frame

Figure 2. Thumbnails of both luminous Lyα emitters in the optical to MIR from left to right. Each thumbnail is 8 × 8″, corresponding to ∼44 × 44 kpc at z ∼ 6.6. Note
that while for MASOSA the Lyα emission line is detected by the NB921 filter at full transmission, for CR7 the Lyα is only detected at ∼50% transmission. Therefore,
the NB921 only captures ∼50% of the Lyα flux: the observed flux coming from the source is ∼2× larger.

11 CR7 has a redshift of z = 6.600 based on He II 1640 Å (see Section 3.3).
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Fig. 1.— Left : Images (left – NB921, right – z′) of the three brightest LAEs in our extended COSMOS field. The LAE is circled in each
image. Thumbnails are 30′′ on a side. All three galaxies are physically extended. COLA1 has an angular size of ∼ 0.2′′. Right : Location of
these objects in the region around the COSMOS field (red circles). The black shading shows the region covered by the present narrow-band
observations while the blue square shows the approximate region covered by Sobral et al. (2015). COLA1 lies outside this latter region.

line profiles given in Hu et al. (2010) (Figure 3).
The measured FWHM, corrected for the instrumental

resolution, is 194 km s−1 in COLA1 compared to 247
km s−1 in CR7. (Sobral et al. (2015) give a Gaussian-
fitted FWHM of 266±15 km s−1 for CR7.) Only the
red side of COLA1 lies above the half maximum so the
FWHM relates to this component only. The measured
rest-frame equivalent width of COLA1 is 53Å and that
of CR7 99Å, where in both cases we have measured the
continuum to redward of the line. Both MASOSA and
COLA1 are quite spatially compact. In the narrow-band
image COLA1 has a measured FWHM of 0.93′′ compared
with the locally measured PSF of 0.88± 0.02′′ giving an
intrinsic FWHM of 0.3′′. In y′ the local PSF is 0.77 ±
0.01′′ and the COLA1 FWHM is 0.90′′ giving an intrinsic
FWHM of 0.46′′. This contrasts with CR7 which is quite
diffuse (Sobral et al. 2015). The present data gives an
intrinsic FWHM of 1.3′′ for CR7. There is no sign of any
N V 1240 Å emission though this lies in a noisier part of
the spectrum where there are strong night sky lines.
At lower redshifts (z = 2.2) Konno et al. (2015)

suggest that almost all Lyα emitters with L(Lyα) >
1043.4 ergs−1 are associated with AGN. However, the
narrowness of the Lyα line (see Alexandroff et al. 2013;
Matsuoka et al. 2016) the spatial extension of the galaxy
and the absence of N V 1240Å (though the latter two
constraints are weak) combine to suggest that COLA1 is
primarily powered by star formation rather than AGN
activity. However, both COLA1 and CR7 could have
AGN contributions to their emission.

3. PHYSICAL INTERPRETATION

It seems, therefore, that the most luminous LAE ever
detected in the epoch of reionization has a unique and
unexpected line profile. The simplest explanation for this
surprising result is that COLA1 lies in a highly ionized
region of gas, increasing the Lyα forest transmission and
thereby allowing us to see the blue side of the Lyα line
profile. Alternatively, the galaxy could be moving at a
velocity of several hundred km s−1 with respect to the
IGM, so that the Lyα profile has been moved redward
of the effects of IGM scattering. The compactness of
the galaxy and the spatial alignment of the blue and red
wings in the 2-D spectrum makes it unlikely the velocity
structure is caused by a galaxy merger.
Matthee et al. (2015) have argued that there is little

evolution in the luminosity function of the most luminous
LAEs at these redshifts, suggesting that these objects
lie in large HII regions and protect themselves from any
changes in IGM neutrality. This would be consistent
with complex Lyα profiles being seen only in the most
ultraluminous LAEs.
At low redshifts (z = 2− 3) about 30% of LAEs show

multi-component profiles (Kulas et al. 2012). Kulas et
al. argue that these galaxies are not strongly affected
by IGM opacity so that this fraction could also be ap-
plicable to the high-redshift galaxies enclosed in giant
HII regions (though of course the properties of the high-
redshift galaxies may be very different). Assuming that
COLA1, CR7 and MASOSA lie in this class then we do
indeed see one galaxy in three having a complex profile,
which would be crudely consistent. If this is the cor-
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Table 6. Values to our Schechter fits to the LFs. Because of our limited depth, we fix the faint end slope to either −2
or −1.5 and only keep "∗ and L∗ as free parameters.

Data set α [fixed] log10("∗) [Mpc−3] log10(L∗)[erg s−1] χ2
red

UDS + COSMOS + SA22 −2.0 −4.52+0.10
−0.12 43.61+0.09

−0.06 3.14

UDS + COSMOS −2.0 −4.13+0.10
−0.13 43.31+0.09

−0.65 2.49

UDS −2.0 −4.16+0.19
−0.44 43.34+0.38

−0.13 1.78

UDS + COSMOS + SA22 without filter correction −2.0 −4.40+0.10
−0.13 43.42+0.10

−0.07 1.75

UDS without filter correction −2.0 −3.97+0.15
−0.21 43.12+0.15

−0.09 1.31

Ouchi et al. (2010) data, our fit −2.0 −3.78+0.13
−0.18 43.06+0.13

−0.08 0.48

UDS + COSMOS + SA22 −1.5 −3.93+0.06
−0.05 43.33+0.04

−0.03 6.65

UDS + COSMOS −1.5 −3.62+0.06
−0.06 43.05+0.06

−0.04 2.07

UDS −1.5 −3.56+0.10
−0.11 43.01+0.10

−0.11 0.95

UDS + COSMOS + SA22 without filter correction −1.5 −3.91+0.06
−0.07 43.20+0.05

−0.04 3.87

UDS without filter correction −1.5 −3.53+0.09
−0.10 42.88+0.07

−0.05 0.68

Ouchi et al. (2010) data, our fit −1.5 −3.35+0.08
−0.08 42.84+0.07

−0.05 0.71

5 LYα LF AT z = 6 . 6

In this section, we present the z = 6.6 Lyα LF from our combined
analysis in UDS, COSMOS and SA22. As a functional form, we
use the well-known Schechter function:

φ(L)dL = φ∗(L/L∗)α exp(−L/L∗)d(L/L∗). (5)

We convert our observed line fluxes to luminosities by assuming a
luminosity distance corresponding to a redshift of 6.56, which is the
redshift of the centre of the filter. We combine the luminosities in
bins with widths of 0.2 dex and count the number of sources within
each bin and correct this number for incompleteness. The errors on
the bins are taken to be Poissonian. The number of sources is divided
by the probed volume, such that we obtain a number density. We
then apply our corrections for the filter profile bias. Only data where
the completeness is at least 40 per cent are included. The resulting
LF is shown in Fig. 6, where we also compare with other published
z = 6.6 LAE data. The evolution between z = 5.7 and 6.6 is shown
in Fig. 7, while the left-hand panel of Fig. 8 shows the evolution
towards z = 7.3. We are cautious about interpreting the results from
SA22 because of the less stringent photometric criteria, even though
they fully agree with results from the other fields. The results from
UDS and COSMOS, however, are confirmed by spectroscopy.

It is interesting to compare these results with the model from
Gronke et al. (2015), which is shown as the black line in Fig. 5.
This model uses the UV LF and a probability distribution function
(PDF) of Lyα EWs to predict the Lyα LF. The EW distribution
generally evolves with redshift, but in this case, it is frozen to the
EW PDF at z = 6.0, because of possible effects from reionization. It
is remarkable that the prediction from Gronke et al. (2015) seems to
be consistent with our blue points. Differences arise because of their
steeper faint end slope (∼− 2.2), which is largely unconstrained by
the depth of our current data of LAEs. The agreement highlights the
need for the correction of the filter profile bias when comparing NB-
derived LFs with LFs derived from spectroscopy (either follow-up
or blind IFU).

As noted in Section 5.2.1, our results in UDS differ by those
from Ouchi et al. (2010) at brighter luminosities due to a different
treatment of the brightest bin in the fit (solid green line) and by
correcting for the filter profile (which effect is shown in Fig. 5). This
explains also the differences (although largely within the errors)
with Kashikawa et al. (2006), although cosmic variance plays a role

Figure 6. The Lymanα LF at z = 6.6 compared to literature data. Our
most robust LF is shown as a solid blue line. This is a Schechter fit to our
combined UDS and COSMOS data (blue circles, see also Table 6), for which
the brightest LAEs have all been confirmed spectroscopically. Our additional
SA22 data are shown in open circles and are consistent with the upper limits
from our robust sample. We also place upper limits (blue and open arrow)
at the luminosity bin just brighter than the most luminous observed sources,
meaning that there is less than one of these in the probed volume. The
dashed blue line is our power-law fit (see Table 7) to the data from all three
fields. The fit from Ouchi et al. (2010) at z = 6.6 differs for two main
reasons (see also Fig. 5), namely practically not including the brightest bin
to their fit (due to very large errors, as the fit contains only a single source)
and not correcting for different biases caused by the filter profile. This is
also the major reason why our results are slightly different with the results
from Kashikawa et al. (2006, ochre diamonds) and Hu et al. (2010, red
squares). Other reasons are cosmic variance, since they only probed small
areas (Kashikawa et al.), and small (spectroscopic) completeness (Hu et al.).

because of their limited survey area. As noted by Kashikawa et al.
(2011), the difference between the results from Hu et al. (2010) and
the others is due to incompleteness of the sample of Hu et al. (2010),
since they rely on spectroscopic follow-up with too short integration
times. Before correcting for the filter profile, our results in COSMOS
agree with those from Ouchi et al. (2010, see Fig. 4), but even after
correcting for the filter profile, our combined UDS+COSMOS LF
agrees with the brightest bin of Ouchi et al. (2010), and disagrees
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Introduction	

•  Identification of interesting objects (see T. Shibuya+’s talk) 
•  Large uncertainties at bright ends of Lya LFs 

•  Lya LF evolution at z>6 to constrain reionization history 
–  Lya damping wing absorption by IGM HI gas 
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Figure 13. Evolution of the neutral hydrogen fraction of the IGM. Top and
bottom panels are the same plots but with the ordinate axes of linear and
logarithmic scales, respectively. The red filled circle is the xH i estimate from
our Lyα LF at z = 7.3. The blue filled triangle, square, diamond, and pentagon
denote the xH i values from the Lyα LF evolution presented in Malhotra
& Rhoads (2004), Kashikawa et al. (2011), Ouchi et al. (2010), and Ota
et al. (2010), respectively. The blue open diamond and circle indicate the xH i
constraints given by the clustering of LAEs (Ouchi et al. 2010) and the Lyα
emitting galaxy fraction (Pentericci et al. 2011; Schenker et al. 2012, 2014;
Ono et al. 2012; Treu et al. 2012; Caruana et al. 2012, 2014; Pentericci et al.
2014), respectively. The magenta filled triangles show the xH i measurements
from the optical afterglows of GRBs (Totani et al. 2006, 2014). The green filled
squares and open triangle are the xH i constraints provided from the GP test of
QSOs (Fan et al. 2006) and the size of QSO near zone (Mortlock et al. 2011;
Bolton et al. 2011), respectively. The hatched and gray regions represent the
1σ ranges for the instantaneous reionization redshifts obtained by nine-year
WMAP (Hinshaw et al. 2013; Bennett et al. 2013) and WMAP+Planck (Planck
Collaboration et al. 2013), respectively. The dotted, dashed, and solid lines show
models A, B, and C, respectively (Choudhury et al. 2008).
(A color version of this figure is available in the online journal.)

the uncertainties. Moreover, the Lyα damping wing absorption
of the QSO continuum suggests that xH i ! 0.1 at z = 7.1
(Mortlock et al. 2011; Bolton et al. 2011) which is, again,
consistent with our estimate.

In Section 4.2, we find that the decrease in the Lyα LF at
z = 6.6–7.3 is larger than that at z = 5.7–6.6. This accelerated
evolution can also be found in Figure 13, albeit with large
uncertainties, by the comparison of our z = 7.3 result (red filled
circle) with the strongest upper limit of xH i from the previous
z = 6.6 result (blue filled diamond). While we find that the
Lyα LF decreases from z = 6.6 to 7.3 at the >90% confidence
level, the difference in the xH i estimates between z = 6.6 and
7.3 is only within the 1σ level which is less significant than the
Lyα LF evolution result. This is because the error bar of xH i
at z = 7.3 is not only from the uncertainties of the Lyα LF

Figure 14. Evolution of Thomson scattering optical depth, τel. The hatched
and gray regions indicate the 1σ ranges of the τel measurements of τel=
0.081 ± 0.012 and τel= 0.089+0.012

−0.014 obtained by nine-year WMAP (Hinshaw
et al. 2013; Bennett et al. 2013) and WMAP+Planck (Planck Collaboration et al.
2013), respectively. The dotted, dashed, and solid curves represent the models
A, B, and C, respectively (Choudhury et al. 2008).

estimates, but also from the errors of the UV LF measurements
and the variance of the theoretical model results.

It is implied that the amount of IGM neutral hydrogen may
increase quickly at z ∼ 7. However, the results of the xH i evolu-
tion are based on various assumptions that should be examined
carefully. In Section 4.4.1, we assume f esc

Lyα,z=5.7/f
esc
Lyα,z=7.3 = 1.

Observational studies show that the Lyα escape fraction of LAEs
increases from z ∼ 0 to ∼6, i.e., f esc

Lyα,z=0/f
esc
Lyα,z=6 < 1 (Ouchi

et al. 2008; Hayes et al. 2011; see also Ono et al. 2010). If this
trend continues to z = 7.3, the intrinsic Lyα escape fraction
with no IGM absorption would be f esc

Lyα,z=5.7/f
esc
Lyα,z=7.3 < 1. In

this case, we obtain the value of T IGM
Lyα,z=7.3/T IGM

Lyα,z=5.7 where is
smaller than our estimate above (see Equation (7)) and an xH i
estimate higher than our result of xH i = 0.3–0.8 at z = 7.3.

4.4.2. Comparison with Optical Depth of Thomson Scattering

In this section, we investigate whether the relatively high
value of our xH i estimate can explain the Thomson scattering
optical depth, τel, measurements given by WMAP and Planck.
Because one needs to know xH i evolution at z = 0–1100 to
derive τel, we use three models of the xH i evolution (Choudhury
et al. 2008) that cover typical scenarios of the early and relatively
late cosmic reionization history. We refer to these three xH i
evolution models as models A, B, and C corresponding to the
minimum halo masses for reionization sources that are ∼109,
∼108, and ∼5 × 105 M$, respectively, at z = 6 in the semi-
analytic models of Choudhury et al. (2008). We present the
xH ievolution of models A, B, and C in Figure 13, and τel
as a function of redshift for these models in Figure 14. In
Figure 14, the hatched and gray regions represent the 1σ range
of τel measured by WMAP and WMAP+Planck, respectively.
While models A and B are consistent with our xH i estimate at
z = 7.3 in Figure 13, the models A and B fall far below the
τel measurements of WMAP and WMAP+Planck in Figure 14.
These results require reionization that proceeds at an epoch
earlier than models A and B. Model C is a very early reionization
model that agrees with the lower end of the error of our
xH i estimate at z = 7.3 in Figure 13. However, model C is
barely consistent with the WMAP result within the 1σ error
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Table 6. Values to our Schechter fits to the LFs. Because of our limited depth, we fix the faint end slope to either −2
or −1.5 and only keep "∗ and L∗ as free parameters.

Data set α [fixed] log10("∗) [Mpc−3] log10(L∗)[erg s−1] χ2
red

UDS + COSMOS + SA22 −2.0 −4.52+0.10
−0.12 43.61+0.09

−0.06 3.14

UDS + COSMOS −2.0 −4.13+0.10
−0.13 43.31+0.09

−0.65 2.49

UDS −2.0 −4.16+0.19
−0.44 43.34+0.38

−0.13 1.78

UDS + COSMOS + SA22 without filter correction −2.0 −4.40+0.10
−0.13 43.42+0.10

−0.07 1.75

UDS without filter correction −2.0 −3.97+0.15
−0.21 43.12+0.15

−0.09 1.31

Ouchi et al. (2010) data, our fit −2.0 −3.78+0.13
−0.18 43.06+0.13

−0.08 0.48

UDS + COSMOS + SA22 −1.5 −3.93+0.06
−0.05 43.33+0.04

−0.03 6.65

UDS + COSMOS −1.5 −3.62+0.06
−0.06 43.05+0.06

−0.04 2.07

UDS −1.5 −3.56+0.10
−0.11 43.01+0.10

−0.11 0.95

UDS + COSMOS + SA22 without filter correction −1.5 −3.91+0.06
−0.07 43.20+0.05

−0.04 3.87

UDS without filter correction −1.5 −3.53+0.09
−0.10 42.88+0.07

−0.05 0.68

Ouchi et al. (2010) data, our fit −1.5 −3.35+0.08
−0.08 42.84+0.07

−0.05 0.71

5 LYα LF AT z = 6 . 6

In this section, we present the z = 6.6 Lyα LF from our combined
analysis in UDS, COSMOS and SA22. As a functional form, we
use the well-known Schechter function:

φ(L)dL = φ∗(L/L∗)α exp(−L/L∗)d(L/L∗). (5)

We convert our observed line fluxes to luminosities by assuming a
luminosity distance corresponding to a redshift of 6.56, which is the
redshift of the centre of the filter. We combine the luminosities in
bins with widths of 0.2 dex and count the number of sources within
each bin and correct this number for incompleteness. The errors on
the bins are taken to be Poissonian. The number of sources is divided
by the probed volume, such that we obtain a number density. We
then apply our corrections for the filter profile bias. Only data where
the completeness is at least 40 per cent are included. The resulting
LF is shown in Fig. 6, where we also compare with other published
z = 6.6 LAE data. The evolution between z = 5.7 and 6.6 is shown
in Fig. 7, while the left-hand panel of Fig. 8 shows the evolution
towards z = 7.3. We are cautious about interpreting the results from
SA22 because of the less stringent photometric criteria, even though
they fully agree with results from the other fields. The results from
UDS and COSMOS, however, are confirmed by spectroscopy.

It is interesting to compare these results with the model from
Gronke et al. (2015), which is shown as the black line in Fig. 5.
This model uses the UV LF and a probability distribution function
(PDF) of Lyα EWs to predict the Lyα LF. The EW distribution
generally evolves with redshift, but in this case, it is frozen to the
EW PDF at z = 6.0, because of possible effects from reionization. It
is remarkable that the prediction from Gronke et al. (2015) seems to
be consistent with our blue points. Differences arise because of their
steeper faint end slope (∼− 2.2), which is largely unconstrained by
the depth of our current data of LAEs. The agreement highlights the
need for the correction of the filter profile bias when comparing NB-
derived LFs with LFs derived from spectroscopy (either follow-up
or blind IFU).

As noted in Section 5.2.1, our results in UDS differ by those
from Ouchi et al. (2010) at brighter luminosities due to a different
treatment of the brightest bin in the fit (solid green line) and by
correcting for the filter profile (which effect is shown in Fig. 5). This
explains also the differences (although largely within the errors)
with Kashikawa et al. (2006), although cosmic variance plays a role

Figure 6. The Lymanα LF at z = 6.6 compared to literature data. Our
most robust LF is shown as a solid blue line. This is a Schechter fit to our
combined UDS and COSMOS data (blue circles, see also Table 6), for which
the brightest LAEs have all been confirmed spectroscopically. Our additional
SA22 data are shown in open circles and are consistent with the upper limits
from our robust sample. We also place upper limits (blue and open arrow)
at the luminosity bin just brighter than the most luminous observed sources,
meaning that there is less than one of these in the probed volume. The
dashed blue line is our power-law fit (see Table 7) to the data from all three
fields. The fit from Ouchi et al. (2010) at z = 6.6 differs for two main
reasons (see also Fig. 5), namely practically not including the brightest bin
to their fit (due to very large errors, as the fit contains only a single source)
and not correcting for different biases caused by the filter profile. This is
also the major reason why our results are slightly different with the results
from Kashikawa et al. (2006, ochre diamonds) and Hu et al. (2010, red
squares). Other reasons are cosmic variance, since they only probed small
areas (Kashikawa et al.), and small (spectroscopic) completeness (Hu et al.).

because of their limited survey area. As noted by Kashikawa et al.
(2011), the difference between the results from Hu et al. (2010) and
the others is due to incompleteness of the sample of Hu et al. (2010),
since they rely on spectroscopic follow-up with too short integration
times. Before correcting for the filter profile, our results in COSMOS
agree with those from Ouchi et al. (2010, see Fig. 4), but even after
correcting for the filter profile, our combined UDS+COSMOS LF
agrees with the brightest bin of Ouchi et al. (2010), and disagrees
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Introduction	

•  Identification of interesting objects (see T. Shibuya+’s talk) 
•  Large uncertainties at bright ends of Lya LFs 

•  Lya LF evolution at z>6 to constrain reionization history 
–  Lya damping wing absorption by IGM HI gas 

•  Wide area surveys to construct large z>6 LAE samples  

Matthee+15	 The Astrophysical Journal, 797:16 (15pp), 2014 December 10 Konno et al.

Figure 13. Evolution of the neutral hydrogen fraction of the IGM. Top and
bottom panels are the same plots but with the ordinate axes of linear and
logarithmic scales, respectively. The red filled circle is the xH i estimate from
our Lyα LF at z = 7.3. The blue filled triangle, square, diamond, and pentagon
denote the xH i values from the Lyα LF evolution presented in Malhotra
& Rhoads (2004), Kashikawa et al. (2011), Ouchi et al. (2010), and Ota
et al. (2010), respectively. The blue open diamond and circle indicate the xH i
constraints given by the clustering of LAEs (Ouchi et al. 2010) and the Lyα
emitting galaxy fraction (Pentericci et al. 2011; Schenker et al. 2012, 2014;
Ono et al. 2012; Treu et al. 2012; Caruana et al. 2012, 2014; Pentericci et al.
2014), respectively. The magenta filled triangles show the xH i measurements
from the optical afterglows of GRBs (Totani et al. 2006, 2014). The green filled
squares and open triangle are the xH i constraints provided from the GP test of
QSOs (Fan et al. 2006) and the size of QSO near zone (Mortlock et al. 2011;
Bolton et al. 2011), respectively. The hatched and gray regions represent the
1σ ranges for the instantaneous reionization redshifts obtained by nine-year
WMAP (Hinshaw et al. 2013; Bennett et al. 2013) and WMAP+Planck (Planck
Collaboration et al. 2013), respectively. The dotted, dashed, and solid lines show
models A, B, and C, respectively (Choudhury et al. 2008).
(A color version of this figure is available in the online journal.)

the uncertainties. Moreover, the Lyα damping wing absorption
of the QSO continuum suggests that xH i ! 0.1 at z = 7.1
(Mortlock et al. 2011; Bolton et al. 2011) which is, again,
consistent with our estimate.

In Section 4.2, we find that the decrease in the Lyα LF at
z = 6.6–7.3 is larger than that at z = 5.7–6.6. This accelerated
evolution can also be found in Figure 13, albeit with large
uncertainties, by the comparison of our z = 7.3 result (red filled
circle) with the strongest upper limit of xH i from the previous
z = 6.6 result (blue filled diamond). While we find that the
Lyα LF decreases from z = 6.6 to 7.3 at the >90% confidence
level, the difference in the xH i estimates between z = 6.6 and
7.3 is only within the 1σ level which is less significant than the
Lyα LF evolution result. This is because the error bar of xH i
at z = 7.3 is not only from the uncertainties of the Lyα LF

Figure 14. Evolution of Thomson scattering optical depth, τel. The hatched
and gray regions indicate the 1σ ranges of the τel measurements of τel=
0.081 ± 0.012 and τel= 0.089+0.012

−0.014 obtained by nine-year WMAP (Hinshaw
et al. 2013; Bennett et al. 2013) and WMAP+Planck (Planck Collaboration et al.
2013), respectively. The dotted, dashed, and solid curves represent the models
A, B, and C, respectively (Choudhury et al. 2008).

estimates, but also from the errors of the UV LF measurements
and the variance of the theoretical model results.

It is implied that the amount of IGM neutral hydrogen may
increase quickly at z ∼ 7. However, the results of the xH i evolu-
tion are based on various assumptions that should be examined
carefully. In Section 4.4.1, we assume f esc

Lyα,z=5.7/f
esc
Lyα,z=7.3 = 1.

Observational studies show that the Lyα escape fraction of LAEs
increases from z ∼ 0 to ∼6, i.e., f esc

Lyα,z=0/f
esc
Lyα,z=6 < 1 (Ouchi

et al. 2008; Hayes et al. 2011; see also Ono et al. 2010). If this
trend continues to z = 7.3, the intrinsic Lyα escape fraction
with no IGM absorption would be f esc

Lyα,z=5.7/f
esc
Lyα,z=7.3 < 1. In

this case, we obtain the value of T IGM
Lyα,z=7.3/T IGM

Lyα,z=5.7 where is
smaller than our estimate above (see Equation (7)) and an xH i
estimate higher than our result of xH i = 0.3–0.8 at z = 7.3.

4.4.2. Comparison with Optical Depth of Thomson Scattering

In this section, we investigate whether the relatively high
value of our xH i estimate can explain the Thomson scattering
optical depth, τel, measurements given by WMAP and Planck.
Because one needs to know xH i evolution at z = 0–1100 to
derive τel, we use three models of the xH i evolution (Choudhury
et al. 2008) that cover typical scenarios of the early and relatively
late cosmic reionization history. We refer to these three xH i
evolution models as models A, B, and C corresponding to the
minimum halo masses for reionization sources that are ∼109,
∼108, and ∼5 × 105 M$, respectively, at z = 6 in the semi-
analytic models of Choudhury et al. (2008). We present the
xH ievolution of models A, B, and C in Figure 13, and τel
as a function of redshift for these models in Figure 14. In
Figure 14, the hatched and gray regions represent the 1σ range
of τel measured by WMAP and WMAP+Planck, respectively.
While models A and B are consistent with our xH i estimate at
z = 7.3 in Figure 13, the models A and B fall far below the
τel measurements of WMAP and WMAP+Planck in Figure 14.
These results require reionization that proceeds at an epoch
earlier than models A and B. Model C is a very early reionization
model that agrees with the lower end of the error of our
xH i estimate at z = 7.3 in Figure 13. However, model C is
barely consistent with the WMAP result within the 1σ error
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Subaru/HSC NB Surveys	

•  HSC-SSP 5-years survey (for z=5.7 & 6.6 LAEs) 
–  Deep & Ultra-Deep NB816/921 imaging 
–  Area … Deep: ~30 deg2, UltraDeep: ~4 deg2 

–  Exp. Time … Deep: ~4 hrs, UltraDeep: ~12 hrs 

Konno+ in prep.	



Present Status of HSC-NB Data	

•  Available data observed in Mar. 2014 – Apr. 2016 
–  Area … 13.8 deg2 (NB816) & 21.2 deg2 (NB921) 
–  Limit. mag … ~25.0 mag (Deep), ~25.5 mag (UltraDeep) 

•  x2-10 (z=5.7), x4-20 (z=6.7) wider than Ouchi+, Santos+, Matthee+ 
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LAE Selection	
NB921 NB816 

UD_COSMOS 435 202 
UD_SXDS 60 224 

D_COSMOS 249 --- 
D_DEEP23 178 423 

D_ELAIS-N1 351 232 
Total 1273 1081 

•  NB color selection criterion to identify z=5.7/6.6 LAEs 
•  ~2400 LAEs (total) have been found so far 

x2-6 larger than Ouchi+, Santos+, Matthee+’s samples 
(Shibuya+ in prep.; see also T. Shibuya+’s talk) 



Completeness & Contamination	
NB816	

•  Completeness estimates with Synpipe (Huang, Murata+) 
–  Input & detect artificial objects in HSC images 
–  ~80% at NB < 24 mag, ~50% at 5σ limit. mag. 

•  Contamination rate … 31% by spec. obs. (Shibuya+’s talk) 

Konno+ in prep.	

NB921	



Number Counts of LAEs	
Ouchi+08	 Ouchi+10	

This Work	

This Work	

•  Surface number densities of z=5.7, 6.6 LAEs 
–  Ouchi+08/+10 … Obs. in SXDS w/ Suprime-Cam  

•  Consistent with previous Suprime-Cam results 

z=5.7, UD_SXDS	 z=6.6, UD_SXDS	

Konno+ in prep.	



Konno+ in prep	

Lya LFs at z=6.6	

log L(Lya) [erg/s]	
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Lya LFs at z=6.6	

•  Consistent with previous studies 

log L(Lya) [erg/s]	

This Work	
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Lya LFs at z=6.6	

•  Consistent with previous studies 
–  Best-fit (whole L(Lya) range) 

log L(Lya) [erg/s]	
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Lya LFs at z=6.6	

•  Consistent with previous studies 
–  Best-fit (whole L(Lya) range) 

–  Best-fit (log L(Lya) < 43.5) 

log L(Lya) [erg/s]	



log L(Lya) [erg/s]	
Konno+ in prep	

Lya LFs at z=6.6	

•  Consistent with previous studies 
–  Best-fit (whole L(Lya) range) 

–  Best-fit (log L(Lya) < 43.5) 
Emergence of 
bright-end hump 	
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Lya LFs at z=5.7	

log L(Lya) [erg/s]	
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Lya LFs at z=5.7	

•  Consistent with previous studies 

log L(Lya) [erg/s]	

This Work	



Konno+ in prep	

Lya LFs at z=5.7	

•  Consistent with previous studies 
–  Best-fit (whole L(Lya) range) 

–  Best-fit (log L(Lya) < 43.5) 
No significant 
bright-end hump 	

log L(Lya) [erg/s]	



Lya LFs at z=5.7 & 6.6	

•  Significant bright-end hump can be seen at z=6.6 
⇔ No hump in z=5.7 Lya LF 

•  Effects of large ionized bubbles around bright LAEs? 
or emergence of AGN at z=6.6?? (see R. Higuchi+’s poster) 

Bright-end hump 

Konno+ in prep	
log L(Lya) [erg/s]	



•  Lya LD obtained by HSC survey 

observed Lya LD"

observed UV LD"

dust-corrected UV LD"

 Konno et al. 2016 

Lya/UD LD Evolution at z=0-7	



•  Lya LD obtained by HSC survey 
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observed Lya LD"

observed UV LD"

dust-corrected UV LD"
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Lya/UD LD Evolution at z=0-7	

•  Lya LD obtained by HSC survey 
–  Large difference between Lya & UV LD evolution 



observed Lya LD"

observed UV LD"

dust-corrected UV LD"

 Konno et al. 2016 

Lya/UD LD Evolution at z=0-7	

•  Lya LD obtained by HSC survey 
–  Large difference between Lya & UV LD evolution 

•  Related to Lya escape fraction (fesc(Lya)) evolution 
(e.g., Hayes+11) 
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Figure 7. Top: Evolution of Lyα LDs and UV LDs as a function of redshift. The red circle at z = 2.2 shows the Lyα LD obtained by this study. The red
pentagon at z = 0.3 and hexagon at z = 0.9 are the Lyα LDs derived by Cowie et al. (2010) and Barger et al. (2012), respectively. The red squares at z = 3.1,
3.7, 5.7, and 6.6 denote the results of Ouchi et al. (2008, 2010), and the red circle at z = 7.3 is the measurement given by Konno et al. (2014). The blue symbols
and shaded area represent the evolution of the dust-uncorrected UV LDs. The blue pentagons at z = 0 − 2 and squares at z = 2 − 3 are the UV LDs obtained
by Schiminovich et al. (2005) and Reddy & Steidel (2009), respectively. The blue circles and pentagon show the UV LDs given by Bouwens et al. (2015) for
z = 3.8, 4.9, 5.9, 6.8, and 7.9, and Ellis et al. (2013) for z = 9.0, respectively. The orange symbols and shaded area are the same as the blue ones, but for the
dust-corrected UV LDs. The gray shaded area denotes the evolutionary tendency of the dust-corrected UV LDs scaled to the Lyα LD at z ∼ 3 for comparison.
Bottom: Evolution of Lyα escape fraction, fLyα

esc , as a function of redshift. The red filled symbols show the Lyα escape fractions derived from the observed Lyα
LDs and dust-corrected UV LDs (Equation 12). The red open symbols represent our Lyα escape fraction values corrected for IGM absorption using the relation
of Madau (1995). The blue open symbols indicate the Lyα escape fractions corrected for dust extinction in the case of no Lyα resonance scattering (Equation
16). The magenta solid line is the best-fit function for our Lyα escape fraction evolution from z = 0 to 6 (fLyα

esc = 5.0× 10−4 × (1 + z)2.8), while the black
dashed line is the best-fit function derived by Hayes et al. (2011). The magenta dotted line represents the extrapolation of the magenta solid line to z > 6.

ber densities from our, Ross et al.’s, and Croom et al.’s studies
agree very well within the uncertainties at the overlap magni-
tude, indicating that our AGN UV LF estimates are reliable.

We fit a double power-law function to the AGN UV LFs
of ours, Ross et al. (2013), and Croom et al. (2009). The
double power-law function for the AGN number density,
φAGN(MUV), is defined by

φAGN(MUV)

=
φ∗
AGN

100.4(αAGN+1)(MUV−M∗
AGN) + 100.4(βAGN+1)(MUV−M∗

AGN)
,

(11)

where φ∗
AGN and M∗

AGN are the characteristic number den-

sity and magnitude of AGNs, respectively. The parameters of
αAGN and βAGN determine the faint- and bright-end slopes
of the AGN UV LFs. We obtain the best-fit parameters of
φ∗
AGN = 1.8 ± 0.2 × 10−6 Mpc−3, M∗

AGN = −26.2 ± 0.1,
αAGN = −1.2 ± 0.1, and βAGN = −3.3 ± 0.1, and present
the best-fit function with the red line in Figure 8. Our results
suggest that the faint-end slope αAGN is moderately flat at
MUV # −23 - −25.

Ross et al. (2013) and Croom et al. (2009) show the faint-
end slopes at z ∼ 2.2 are αAGN = −1.3+0.7

−0.1 and −1.4± 0.2,
respectively, that are consistent with our result. Because rel-
atively steep faint-end slopes (αAGN # −1.5 - −1.8) are ob-
tained for z = 4−6.5 AGNs (Ikeda et al. 2011; Giallongo et al.
2015), our moderately flat faint-end slope at z ∼ 2.2 would

 Konno et al. 2016 

fesc(Lya) Evolution z=0-8	

•  fesc(Lya) = (observed Lya LD) / (dust-corrected UV LD) 
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Figure 7. Top: Evolution of Lyα LDs and UV LDs as a function of redshift. The red circle at z = 2.2 shows the Lyα LD obtained by this study. The red
pentagon at z = 0.3 and hexagon at z = 0.9 are the Lyα LDs derived by Cowie et al. (2010) and Barger et al. (2012), respectively. The red squares at z = 3.1,
3.7, 5.7, and 6.6 denote the results of Ouchi et al. (2008, 2010), and the red circle at z = 7.3 is the measurement given by Konno et al. (2014). The blue symbols
and shaded area represent the evolution of the dust-uncorrected UV LDs. The blue pentagons at z = 0 − 2 and squares at z = 2 − 3 are the UV LDs obtained
by Schiminovich et al. (2005) and Reddy & Steidel (2009), respectively. The blue circles and pentagon show the UV LDs given by Bouwens et al. (2015) for
z = 3.8, 4.9, 5.9, 6.8, and 7.9, and Ellis et al. (2013) for z = 9.0, respectively. The orange symbols and shaded area are the same as the blue ones, but for the
dust-corrected UV LDs. The gray shaded area denotes the evolutionary tendency of the dust-corrected UV LDs scaled to the Lyα LD at z ∼ 3 for comparison.
Bottom: Evolution of Lyα escape fraction, fLyα

esc , as a function of redshift. The red filled symbols show the Lyα escape fractions derived from the observed Lyα
LDs and dust-corrected UV LDs (Equation 12). The red open symbols represent our Lyα escape fraction values corrected for IGM absorption using the relation
of Madau (1995). The blue open symbols indicate the Lyα escape fractions corrected for dust extinction in the case of no Lyα resonance scattering (Equation
16). The magenta solid line is the best-fit function for our Lyα escape fraction evolution from z = 0 to 6 (fLyα

esc = 5.0× 10−4 × (1 + z)2.8), while the black
dashed line is the best-fit function derived by Hayes et al. (2011). The magenta dotted line represents the extrapolation of the magenta solid line to z > 6.

ber densities from our, Ross et al.’s, and Croom et al.’s studies
agree very well within the uncertainties at the overlap magni-
tude, indicating that our AGN UV LF estimates are reliable.

We fit a double power-law function to the AGN UV LFs
of ours, Ross et al. (2013), and Croom et al. (2009). The
double power-law function for the AGN number density,
φAGN(MUV), is defined by

φAGN(MUV)

=
φ∗
AGN

100.4(αAGN+1)(MUV−M∗
AGN) + 100.4(βAGN+1)(MUV−M∗

AGN)
,

(11)

where φ∗
AGN and M∗

AGN are the characteristic number den-

sity and magnitude of AGNs, respectively. The parameters of
αAGN and βAGN determine the faint- and bright-end slopes
of the AGN UV LFs. We obtain the best-fit parameters of
φ∗
AGN = 1.8 ± 0.2 × 10−6 Mpc−3, M∗

AGN = −26.2 ± 0.1,
αAGN = −1.2 ± 0.1, and βAGN = −3.3 ± 0.1, and present
the best-fit function with the red line in Figure 8. Our results
suggest that the faint-end slope αAGN is moderately flat at
MUV # −23 - −25.

Ross et al. (2013) and Croom et al. (2009) show the faint-
end slopes at z ∼ 2.2 are αAGN = −1.3+0.7

−0.1 and −1.4± 0.2,
respectively, that are consistent with our result. Because rel-
atively steep faint-end slopes (αAGN # −1.5 - −1.8) are ob-
tained for z = 4−6.5 AGNs (Ikeda et al. 2011; Giallongo et al.
2015), our moderately flat faint-end slope at z ∼ 2.2 would

 Konno et al. 2016 

fesc(Lya) Evolution z=0-8	

•  fesc(Lya) = (observed Lya LD) / (dust-corrected UV LD) 
•  Different fesc(Lya) evolution between at z=0-6 & at z>6 

–  Increase of fesc (Lya) at z=0-6 by 2 orders of mag. 
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Figure 7. Top: Evolution of Lyα LDs and UV LDs as a function of redshift. The red circle at z = 2.2 shows the Lyα LD obtained by this study. The red
pentagon at z = 0.3 and hexagon at z = 0.9 are the Lyα LDs derived by Cowie et al. (2010) and Barger et al. (2012), respectively. The red squares at z = 3.1,
3.7, 5.7, and 6.6 denote the results of Ouchi et al. (2008, 2010), and the red circle at z = 7.3 is the measurement given by Konno et al. (2014). The blue symbols
and shaded area represent the evolution of the dust-uncorrected UV LDs. The blue pentagons at z = 0 − 2 and squares at z = 2 − 3 are the UV LDs obtained
by Schiminovich et al. (2005) and Reddy & Steidel (2009), respectively. The blue circles and pentagon show the UV LDs given by Bouwens et al. (2015) for
z = 3.8, 4.9, 5.9, 6.8, and 7.9, and Ellis et al. (2013) for z = 9.0, respectively. The orange symbols and shaded area are the same as the blue ones, but for the
dust-corrected UV LDs. The gray shaded area denotes the evolutionary tendency of the dust-corrected UV LDs scaled to the Lyα LD at z ∼ 3 for comparison.
Bottom: Evolution of Lyα escape fraction, fLyα

esc , as a function of redshift. The red filled symbols show the Lyα escape fractions derived from the observed Lyα
LDs and dust-corrected UV LDs (Equation 12). The red open symbols represent our Lyα escape fraction values corrected for IGM absorption using the relation
of Madau (1995). The blue open symbols indicate the Lyα escape fractions corrected for dust extinction in the case of no Lyα resonance scattering (Equation
16). The magenta solid line is the best-fit function for our Lyα escape fraction evolution from z = 0 to 6 (fLyα

esc = 5.0× 10−4 × (1 + z)2.8), while the black
dashed line is the best-fit function derived by Hayes et al. (2011). The magenta dotted line represents the extrapolation of the magenta solid line to z > 6.

ber densities from our, Ross et al.’s, and Croom et al.’s studies
agree very well within the uncertainties at the overlap magni-
tude, indicating that our AGN UV LF estimates are reliable.

We fit a double power-law function to the AGN UV LFs
of ours, Ross et al. (2013), and Croom et al. (2009). The
double power-law function for the AGN number density,
φAGN(MUV), is defined by

φAGN(MUV)

=
φ∗
AGN

100.4(αAGN+1)(MUV−M∗
AGN) + 100.4(βAGN+1)(MUV−M∗

AGN)
,

(11)

where φ∗
AGN and M∗

AGN are the characteristic number den-

sity and magnitude of AGNs, respectively. The parameters of
αAGN and βAGN determine the faint- and bright-end slopes
of the AGN UV LFs. We obtain the best-fit parameters of
φ∗
AGN = 1.8 ± 0.2 × 10−6 Mpc−3, M∗

AGN = −26.2 ± 0.1,
αAGN = −1.2 ± 0.1, and βAGN = −3.3 ± 0.1, and present
the best-fit function with the red line in Figure 8. Our results
suggest that the faint-end slope αAGN is moderately flat at
MUV # −23 - −25.

Ross et al. (2013) and Croom et al. (2009) show the faint-
end slopes at z ∼ 2.2 are αAGN = −1.3+0.7

−0.1 and −1.4± 0.2,
respectively, that are consistent with our result. Because rel-
atively steep faint-end slopes (αAGN # −1.5 - −1.8) are ob-
tained for z = 4−6.5 AGNs (Ikeda et al. 2011; Giallongo et al.
2015), our moderately flat faint-end slope at z ∼ 2.2 would

= (observed Lya LD)/
(dust-corrected UV LD)"

•  4 possibilities to explain the fesc evolution; 
–  (1) Age, (2) outflow … Not so large evolution at z=0-6 
–  (3) Dust Extinction … Cannot explain at z=0-4 
–  (4) Resonance Scattering of ISM HI gas (w/ dust extinction) 

•  Expanding shell model (MCLya; e.g., Verhamme+06) 
•  Suggests ~1/100 decrease of NHI from z=0 to 6 
•  HI deficit & high ionization state (e.g., D. Stark’s talk) 

 Konno et al. 
2016 

fesc(Lya) Evolution z=0-6	



Cosmic Reionization History	

•  x(HI) = 0.1-0.4 at z=6.6 w/ simple theoretical model 
–  Consistent with previous studies 

•  Comparing x(HI) evolution w/ the latest Planck 2016 results 
–  x(HI) & τel are consistent (e.g., Robertson+15, Bouwens+15) 

Konno+ in prep.	



Summary	
•  We conduct Subaru/HSC SSP survey, and obtain ~21deg2 

NB imaging data, so far. 
→ ~2400 LAEs at z=5.7 & 6.6 (the largest sample to date) 

 
•  We determine the Lya LFs at z=5.7 & 6.6, and find 

a bright-end hump in z=6.6 Lya LF, but no hump at z=5.7 
→ Large ionized bubble around bright LAEs? 

•  We derive Lya LDs at z=0-8, and find the fesc(Lya) increase 
at z=0-6, and  fesc(Lya) decrease at z>6.  
→ Suggests NHI evolution at z=0-6 by 2 orders of mag.  
→ x(HI) = 0.1-0.4 at z=6.6, and confirm that x(HI) evolution 
　 are consistent with the latest Planck 2016 results. 
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Lya LF (z=5.7, individual fields)	
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